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Abstract—Technological advances support the development 

of tools used in the industrial sector, one of which is the 

Automated Guided Vehicle (AGV). AGV can be used to deliver 

goods automatically. This AGV can be made using visual 

sensors, one of which is the Pixy camera. This AGV robot can 

be used to follow the motion of objects. In addition to the Pixy 

camera as a visual sensor, the Arduino Mega 2560 is also used 

as a microcontroller, and the L298N motor driver shield with 

two DC motors. The distance and speed of the robot are also 

determined so that it can move in the direction the object is 

going. Manoeuvring is needed on a robot with better sharpness 

and ability, so Mamdani fuzzy logic control is used as a method. 

Tests are carried out using the Turn value or Position and Area 

or the distance between the camera sensor and the object. The 

experimental simulation was carried out with a case study of 

Turn value of 0.6 and Area of 6000. Testing was carried out 

using simulation software and Arduino IDE which were then 

calculated manually for comparison. The results obtained in 

testing with the simulation software are 20.80 for the right DC 

motor and 85.60 for the left DC motor, with the Arduino IDE 

software the values are 21.11 for the right DC motor and 85.20 

for the left DC motor, and the manual calculation produces a 

value of 21.09 for the right DC motor and 85.04 for the left DC 

motor. From the resulting data, from the error rate is 98.51% 

for the right DC motor and 99.53% for the left DC motor.  

Keywords—Automated Guided Vehicle, Pixy camera, Arduino 

Mega 2560, fuzzy logic control Mamdani 

 

I. INTRODUCTION 

Robot is one of the tools made with the aim of helping 
human work and developing along with the times. In industry 
4.0, robots are also used in the industrial sector with various 
functions. Robot is a mechanical system that has a function 
motion analogous to the locomotion function of living 
organisms, or a combination of many motions function with 
intelligent function, which can perform physical tasks, using 
human supervision and control, or using programs previously 
defined [1]. In the industrial sector, AGV is one of the 
existing developments [2]. AGV could be deploy with many 
kinds of sensor. Mostly, AGV uses camera sensor for their 
movement. Furthermore, camera sensor could be 
implemented to make the AGV as a human following robot 
[3] [4].  

 

 

One of the important role to build AGV is how to 
determine a proper method for the navigation system. The 
navigation system will be related with the movement of robot. 
The navigation methods were very varied. Several researches 
has been developed the navigation system based on 
mathematical approach [5], markov model [6] [7]. Fuzzy 
logic [8] [9], camera sensor, etc. The use of fuzzy is also 
intended so that the robot can move with good abilities, such 
as movement for more accurate curvature and sharpness as 
shown in Antonelli's research on fuzzy logic based approach 
for mobile robot path tracking [10]. 

In this study, we use camera sensor Pixy camera, which is 
a vision sensor that can detect certain patterns on the target 
object [11] [12]. The microcontroller used were Arduino 
Mega 2560 and Motor Driver shield L298N as a DC motor 
drive [13] [14]. Fuzzy logic control is one method that can be 
used to control several variables so that the output obtained 
is as needed [15]. In this study, before doing some 
experiment, the intended object must be introduced to the 
vision sensor used. Recognition is done by detecting an object 
(green color is used) on the Pixy camera. The camera sensor 
that detects the object will send a signal to the microcontroller 
which then gives a command to the DC motor to move in the 
direction or away from the specified object. The signal sent 
(input) is in the form of Turn (position) and Area (distance) 
values from the object used, so that the robot will move to 
follow the position or movement of the object. 

 

II. THE PROPOSED SYSTEM 

A. Block Diagram System  

The prototype of robot movement navigation system 
using Pixy camera (CMUCAM 5) uses three system parts, 
namely: input, process, and output. In the input process, a 
Pixy camera is used which is placed on the front to identify 
the intended object. In this research, a closed loop control 
system is used. In this control system there is feedback in the 
form of input values that are used and then become outputs. 
When this value is obtained, the robot will move and the 
output value (Turn and Area) will change, so that it is used as 
feedback or the input value back for the next robot 
movement, can be seen in Fig. 1. 



 

 

 
Fig. 1. Block diagram of proposed system. 

 

The navigation system that is carried out is by recognizing 
certain objects with the vision sensor used and then using the 
fuzzy logic control Mamdani method as the basic method. 

a. In the input section, a colored object (green) and a vision 
sensor (Pixy camera) are used. An object introduction is 
made to the vision sensor used, this is intended so that the 
sensor can recognize and move according to the direction 
of the intended object. The object (green color) in this 
section as the set point. 

b. In the process section, Arduino Mega 2560 is used as a 
microcontroller and fuzzy logic control as a method. The 
use of fuzzy logic control is intended so that the 
movement of the robot can be carried out in a subtler way. 

c. The output section is the output generated from the 
previous circuit, in which the Arduino Mega 2560 has 
received input from the Pixy camera and sent commands 
to the two DC motors used. The feedback in this section 
means the output from the result become an input again. 
The output is the Turn and Area (from Pixy camera) from 
the object movement. 

B. Hardware Design 

In designing a prototype of a robot movement navigation 
system using a pixy camera, several supporting components 
are needed, such as sensors, microcontrollers, and voltage 
sources. Some of these components can be seen in Table I. 

From the various components used, a schematic is made 
before designing. It can be seen in Fig. 2, the circuit connects 
the Arduino Mega 2560 with other supporting components, 
and also uses a battery (Lipo) as a power source (power) for 
the robot. 

TABLE I.  COMPONENT 

No 
Component 

Name Lots 

1 
2 WD Smart Car Chassis for 
Arduino 

1 

2 Arduino Mega 2560 1 

3 Pixy Camera (CMUCam5) 1 

4 Battery Lippo 11 Volt 1 

5 Motor Drivershield L298N 1 

6 Motor DC 2 

7 Cable 15 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Schematic system. 

 

C. Software Design 

1. Fuzzy Logic Control 

The modeling used in the software consists of two inputs 
and two outputs. The variables used in the input are Turn and 
Area, turn which means the position of the intended object, 
and Area which means the area of the object that is read by 
the sensor or distance between object and robot. The two 
inputs were obtained from the use of the Pixy camera which 
was placed on the front of the robot. The output section 
consists of VR and VL, both of which are variables used to 
regulate the speed of the DC motor motion. 

 

 

Fig. 3. Fuzzy logic design. 

Based on the existing variables, linguistic terms are used 
to facilitate the discussion of the control system designed in 
this study. Table II and III shows the input linguistic term 
used. 

TABLE II.  LINGUISTIC TERM OF TURN 

Linguistic Term of Turn 

Position 
Linguistic 

Term 

[-1 -1 -0.5 -0.25] Left 

[0.5 -0.25 0.25 0.5] Center 

[0.25 0.5 1 1] Right 

TABLE III.  LINGUISTIC TERM OF AREA 

Linguistic Term of Area  

Area (Pixel) 
Linguistic 

Term 

[600 600 2000 3500] Far 

[2000 3500 5500 7000] Middle 

[5500 7000 9000 9000] Near 



 

 

TABLE IV.  LINGUISTIC TERM OF MOTOR DC 

Linguistic Term of Motor DC 

Motor Speed (PWM) VLeft VRight 

[0 0 25 50] Very Slow Very Slow 

[25 50 75 100] Slow Slow 

[75 100 125 125] Fast Fast 

Table IV shows the linguistic terms of the left and right 
DC motors as output. The two DC motors used have the same 
speed, which is between 0-125 PWM (Pulse Width 
Modulation). Both motors are in “Very Slow” condition 
when they have a speed of 0-50 PWM, are in a “Slow” 
condition at a speed of 25-100 PWM, and have a “Fast” 
condition with a speed of 75-125 PWM. This speed is set so 
that the robot can move to follow the object, not too fast or 
too slow. 
 The sensor input is divided into two fuzzy members, 
namely Turn and Area. Turn means position of the object and 
Aera means the distance between the object and the robot. For 
the membership function of Turn can be seen in Fig. 4 and for 
the membership function of Area can be seen in Fig. 5. 

 
Fig. 4. Membership function of Turn. 
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Fig. 5. Membership function of Area. 
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then for the right and left DC Motor speed, both have the 
same speed (0-125 PWM), so they are made into one display 
in Fig.6. 
 

 
Fig. 6. Membership function of Motor Right and Left. 
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Table V. shows the rules used in this study using the fuzzy 

method. In this study, there is nine rules that used for the 
fuzzy logic rule. Each rule has its own conditions. 

TABLE V.  FUZZY LOGIC RULE 

Rule 
Input Output 

Turn Area VRight VLeft 

R1 Left Near Slow VSlow 

R2 Left Middle Fast VSlow 

R3 Left Far Fast Slow 

R4 Center Near VSlow VSlow 

R5 Center Middle Slow Slow 



 

 

Rule 
Input Output 

Turn Area VRight VLeft 

R6 Center Far Fast Fast 

R7 Right Near VSlow Slow 

R8 Right Middle VSlow Fast 

R9 Right Far Slow Fast 

 

2. Pixy Camera 

On the Pixy camera, a software called PixyMon is used. 
PixyMon itself is used to recognize objects, give signatures to 
objects, and also set the range of objects that can be seen by 
the Pixy camera. In Fig.7 and 8, it can be seen that Signature 
1 is named “Object” and the range is set to 5.000000. It is 
because we only use one object and Signature 1 we used in 
PixyMon, but we can use another “Signature label” if we 
want.  We also used “Min brightness” for 0.012 and the 
camera brightness is 81, we can control it depends on what we 
need. It is because the lightning in the room will affect for the 
test results. 

 

 
Fig. 7. PixyMon signature labels. 

 

 
Fig. 8. PixyMon tuning. 

III. RESULT AND ANALYSIS 

A. Fuzzy Logic 

In testing, simulations were carried out with several 
supporting software (simulation software and Arduino IDE) 
and comparisons were made with manual calculations were 
carried out to see the application of the fuzzy control system 
method used. In this test, inputs are used with a Turn of 0.6, 
and Area of 6000. The test results can be seen below. 

1. Determine the Fuzzy Set 

In determining the fuzzy set, it is necessary to find the 
degree of membership of the membership function used. 
Input Turn is 0.6 and Area is 6000, these two data are 
included in Rule [7] Right and Near, and Rule [8] Right and 
Middle. The equation is obtained from: 

Turn: �&'()�=0.6> = 1                   

Area:  

        �4�,�=6000> 2����?���.��� = 0.67                      

 

       �/'001�=6000> �����?����.��� = 0.33                          

 

2. The Function Implication 

The implication function used in this process is the MIN 
function, because the fuzzy rule base formed is the AND 
function. For the MIN function, the minimum membership 
degree of the input variable is the output. Based on the rule 
base in Table 1, in this case the conditions that display only 
two rules that give values, namely R [7] and R [8]. 

[R7] : IF Turn is Right And Area is Near Then Right motor is 
VSlow and left motor is Slow. @&2 =  �&'()� ∩ �4�,�   @&2 = minE�&'()�, �4�,�F @&2 = min(1, 0.67) = 0.67        

[R8] : IF Turn is Right And Area is Middle Then Right motor is 
VSlow and left motor is Fast. @&G =  �&'()� ∩ �/'001�   @&G = minE�&'()�, �/'001�F @&G = min(1, 0.33) = 0.33                    

3. Defuzzification 

Defuzzification is the process of transforming the degree 
of membership of the fuzzy set into a definite decision form 
or with an actual value. The center of gravity technique is a 
comprehensive and useful defuzzification method in this 
study. The most common and frequently used method is to 
stack all the trapezoids on top of each other, thus forming a 
single geometry. Then do the calculations on the fuzzy 
centroid or center in this way.  

Fig.9 shows the results of the calculations on the software 
toolbox used, which when Turn is 0.6 and Area is 6000, the 
resulting value is 20.80 for the right DC Motor and 85.60 for 
the left DC Motor. In addition, in Fig. 10 the results obtained 
through the Arduino IDE with the same Turn and Area values. 
The result is 21.11 for the right DC motor, and 85.20 for the 
left DC motor. 



 

 

   
Fig. 9. Software simulation. 

 
Fig. 10. Arduino IDE serial monitor. 
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 H∗ = �-2..G���2.GGG2� = 85.04                                        (14) 

 

 

The results of the test using the software toolbox and 
Arduino IDE run according to the design. The input given is 
a Turn worth 0.6 and an area of 6000, then the robot will 
move to the right. The value obtained by manual calculation 
is 21.09 for the right DC motor, and 85.04 for the left DC 
motor. After doing a comparison with the results of the 
software output with the same amount of input. The results 
on simulations and calculations prove that the calculations 
and experiments run well, with results that are not much 
different. 

B. Error Rate 

TABLE VI.  ERROR RATE 

Linguistic Term of Motor DC 

Calculation Type 
VRight 

(PWM) 

VLeft 

(PWM) 

Arduino IDE 21.11 85.20 

Manual Calculation 21.90 85.04 

Simulation Software 20.80 85.60 
 

 
After calculating and simulating fuzzy logic using 

software, a comparison is also made to measure the error rate 
of the system that has been created. From Table VI, it can be 

seen that there is a difference in output between PWM right 
motor with left motor PWM output for each calculation result 
fuzzy. To find out the difference in error, it can be calculated 
as follows: 

 
Right Motor %error =  20.80 − 21.1120.80 × 100% 

 %error = 1.49% 

 

Left Motor %"##�# =  85.6 − 85.285.6 × 100% 

 %"##�# = 0.47% 

C. Pixy Camera 

Experiments with the Pixy camera were carried out using 
the Pixymon software. The experiment was carried out with 
object recognition on the camera and adjusted to the 
appearance on Pixymon. It can be seen, the object can be 
read properly by the sensor with the name "Object" in the 
Fig.11. 

 

 
Fig. 11. PixyMon detection. 

 
In Fig. 11 we can see the object used is green, this is 

because the previous color test resulted in better green color 
detection with indoor lighting of 94 Lux. 

IV. CONCLUSION 

In this study, the robot navigation system is carried out 
by recognizing objects using a vision sensor (Pixy camera). 
After the object is introduced, the sensor will provide input 
to the microcontroller (Arduino Mega 2560) which then 
gives a command to the DC motor to move in the direction 
the object is going with the set speed. It is known that the 
Pixy camera can recognize objects that have been marked 
properly and can be continued with a calculation process to 
determine their speed. In its manufacture, the fuzzy logic 
control Mamdani method is used which is intended so that 
the robot can move well. In this study used closed loop 
control system, so there is a feedback from the input become 
input in the block diagram. 

Experiments were carried out with the software toolbox 
as a calculation of the method used. Use a Turn value of 0.6 
and an Area of 6000, the result is 20.80 for the right DC 
Motor output and 85.60 for the left DC Motor. With the 
results of manual calculations, the speed for the right DC 
Motor is 21.09 and the left DC Motor is 85.04. In addition, 



 

 

experiments were also carried out using the Arduino IDE 
Software, which obtained results of 21.11 for the right DC 
Motor and 85.20 for the left DC Motor. The error rate 
obtained is 1.49% for the right motor and 0.47% for the left 
motor. From the results of experiments and calculations 
carried out, almost the same results were found. With the 
results of calculations and experiments carried out, it can be 
seen that the system can work well. So that the robot can be 
used in accordance with the directions given. 
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