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Abstract—Tic-tac-toe is a classic game that remains popular 

today. This game requires two players. When applied to 

software, of course this game requires an AI-integrated bot as 

an opponent to play. Several algorithms can be used as artificial 

intelligence in tic-tac-toe games such as Steepest Ascent Hill 

Climbing and A-star. The purpose of this research is to find a 

more effective and efficient algorithm for this game. The 

components used to compare the two algorithms are the elapsed 

time and also the performance of the two algorithms. SAHC 

recorded a shorter elapsed time with 0.0448 ms compared to the 

A-star which recorded an average of 1.192 ms. However, based 

on other tests case, A-star performs better than SAHC. 
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I. INTRODUCTION 

Games are usually played by one or more players against 
other players, in the game the opponents of the players are not 
only humans, but players can also play against machines 
commonly referred to as bots or AI. Each bot or AI can have 
a different difficulty level. With AI, players can play alone 
against machines that are made to play like humans. In order 
for players to feel like playing against human players, bots or 
AI in their manufacture need an algorithm that can make the 
best decisions to beat or dispel so that human players don't win 
the game [1]–[3]. 

One of the classic games that can apply an AI is a simple 
3x3 square board game that uses the X or O player symbol 
called the tic-tac-toe game. In the tic-tac-toe game, it is very 
easy to determine the size of wins and losses, because in this 
game players only have to fill the available game board with 
player symbols X or O by forming a situation in the form of a 
horizontal, vertical, or diagonal line to get it victory, so it is 
very possible that AI can compare its abilities with human 
abilities [4]–[6]. 

This game has become an object that is often used for 
research, tic-tac-toe itself has been implemented with various 

algorithms to serve as opponents or AI in the game. Of the 
many algorithms that have been applied to the tic-tac-toe game 
itself, many studies say that the algorithm used is more 
efficient, but does not provide clear data about the algorithm's 
efficiency with the tic-tac-toe game. The game is generally 
limited to a 3x3 square board, there are also larger sizes such 
as 5x5, 6x6, to NxN [7]. In addition, the game of tic-tac-toe 
has been limited to one game board. Tic-tac-toe is a simple 
game that is very popular but the game cannot be played by a 
single player, so the most likely thing is to create a bot that can 
replace the human role as the opponent of the player [2], [4], 
[6]. 

One of the algorithms that can be used in making AI is the 
A-star algorithm. By applying a heuristic, the A-star algorithm 
will remove steps that will not achieve the best-expected 
decision. In solving the problem, the A-star algorithm applies 
a heuristic technique, which is an assessment that will give a 
value or weight to each node that will direct the A-star to get 
the desired solution [8]–[13]. A-star will get the solution you 
are looking for if the heuristic is done correctly [14]–[17]. The 
heuristic itself is still an estimate or an ordinary guess, so it 
doesn't use any special formulas in it at all. So that in each case 
that has a heuristic, it must be different [11], [15], [18]–[21].  

The algorithm that applies other heuristic functions is the 
SAHC (Steepest Ascent Hill Climbing) algorithm. It is a 
development of the Simple Hill-Climbing algorithm, Simple 
Hill Climbing determines the next condition by comparing the 
current condition with one of its successors and the better first 
successor will be the next, while SAHC will compare the 
current state with all the successors that are nearby, where the 
best successor or closest to the best solution will be the next 
condition [22]–[25]. The purpose of this study was to compare 
SAHC and A-star in the tic-tac-toe game. The two will be 
compared, several things that become components of the 
assessment, namely performance and speed of the process. 



II. METHODOLOGY 

Inspired by a traditional game that was quite popular in its 
time, however, at this time the game has increased towards the 
digitalization era. Where every activity can be done with the 
help of technology, and it cannot be denied that games have 
also increased into digital games or PC games. This game is 
played on a board in the shape of a box or square, which is 
represented in a matrix (cell) with one cell indicating the 
coordinates or where the player will place the symbols. The 
tic-tac-toe game board in this application using a board 
measuring 3x3 squares by 5x5 squares. The boxes will be 
filled with symbols or images that represent each player, the 
maximum player is two players who play in turns. The player 
who is faster to form a line (horizontal, diagonal, or vertical) 
with a symbol or image representing it will win. 

In the design of the game system, artificial intelligence or 
AI will be designed which will be the opponent to play in this 
game. The CPU that is made will have a turn after the player 
selects the box on the game board. When the CPU's turn 
arrives at the terminal starting the system process to work, the 
CPU will look for the best path to win the game or make the 
situation a draw. In finding the best path, the CPU will create 
a search tree where each tree will be calculated the best value 
that will be the final goal, namely victory or draw. After 
getting the best flow, the CPU will select the box which is the 
beginning of the best flow. After the CPU's turn is over, the 
player's turn to select the box on the game board again, then 
the CPU's turn arrives again and will start the search for the 
best path with the condition of the game board when the CPU's 
turn arrives. Therefore, bots need a search system that uses the 
appropriate algorithm to become an artificial intelligence or 
AI. This study uses Steepest Ascent Hill Climbing (SAHC) 
with A-Star and then compares which one is better between 
the two. 

 

A. SAHC 

This algorithm is a continuation of the Simple Hill-
Climbing algorithm, in which the search path will be centered 
on the left side of the new search tree. It will find the best 
groove by using the result of the value of each box on the 
game board that forms the winning state. 

Testing will begin by providing a situation on the board 
where the player will select a box in the upper left corner of 
the board. The player will use the symbol X while the 
algorithm will use the symbol O as well as the initial on the 
quest will be given a value of 99, which can be seen in fig 1. 

 
Fig. 1. First turn by SAHC 

In fig 1, the search is carried out based on the path (win 
condition) that exists in the selected empty box. On the turn 
of the computer, it can be seen that the first selected value is 
the path that has a value of 2, but on the first turn of the 
computer several paths have the same value and the steepest 

ascent hill-climbing algorithm will choose the first best value 
then continue the search first until there are no boxes blank 

on the board. 

 

Fig. 2. Second turn by SAHC 

In the second turn made by playing the selected path, the 
value is 1, this is obtained because at each turn the value given 
will be according to the existing rules where if there is an 
opponent's symbol on the path it will be given a value of 99, 
but in fig 2 the player gets a value of 1 because on the path 
that is given this value there are 2 player symbols, therefore 
the value obtained is 1 from the reduction of 3 boxes on the 

path minus the number of player symbols on that path. 

 

Fig. 3. Third turn by SAHC 

In the third step, fig 3 explains that the value chosen is a 
value of 0. This value is obtained if the path with that value 
gets a winning state or if the path contains a symbol of the 
opponent who will win and will automatically be given a 
value of 0 to avoid the opponent winning or if the player who 

gets the search turn wins as in Fig 3. 

 

B. A-star (A-Star) 

Same as the previous test, the algorithm will accept the 
game board with the condition that the player selects the box 
in the upper left corner of the board and gives an initial value 



of 99. In fig 4, the total depth of the search tree is added to 
the difference between the player's possible wins minus the 
computer's possible winnings, and a value of 3 is obtained as 
the first smallest value. 

 
Fig. 4. Second turn by A-star 

 
Fig 5 explains that the value is chosen is the same as the 

previously selected value and in this turn, not only one value 
is the same, but the A-Star algorithm will choose the smallest 
value first because in that turn the value sought is the smallest 
value in the series of values in the series. that turn. Next, the 
value chosen is 5, even though the value is greater than the 
previous value, the value 5 is the smallest value in the series 
of values that exist in this fourth turn. 

 
Fig. 5. Full turn by A-star 

Fig 5 also explains that after that the value chosen is 4 
which is the goal of the search. It will give a small value if 
the opponent will win and a smaller value if he will win or if 
the value obtained is the smallest value from a row of search 
turns then that value will be chosen. 
 

III. RESULT AND DISCUSSION 

 
In this study, five experiments were carried out on both 

algorithms with the same prefix pattern or first choice. From 
these five game trials, the time taken by the algorithm will 
also be calculated in making decisions to select empty boxes 
in turn. The time taken will be compared to see which of the 
two algorithms is more efficient in terms of the algorithm's 
travel time and to see which empty box option is selected as 
the final decision. 

TABLE I.  SAHC TEST RESULT 

Initial State Final State Result 
Average 

Time (ms) 

  

Draw 0.107 

  

Draw 0.031 

  

Draw 0.031 

  

Lose 0.029 

  

Win 0.026 

 
Tables 1 and 2 show the results of experiments with 

almost the same prefix, the two algorithms select different 
empty boxes in the initial conditions and have different final 
states. This happens because the two algorithms have 
differences in determining the value to look for, the SAHC 
algorithm uses the path (winning state) as a reference for 
determining the value, while the A-star algorithm uses the 
entire game board to determine the value.  

TABLE II.  A-star TEST RESULT 

Initial State Final State Result 
Average 

Time 

  

Draw 

2,757 



  

Draw 0,817 

  

Draw 0,634 

  

Draw 0,956 

  

Lose 

0,797 

 
This can also result in the player winning against the 

computer where the SAHC algorithm the player can win one 
game, while the A-star algorithm is a little difficult for the 
player to win the game. At the average time, the computer in 
the game proves that the SAHC algorithm with an average 
time of 0.0448 ms faster than the A-star algorithm which has 
an average time of 1.192 ms. In this case, it can be made clear 
that although the SAHC algorithm is more efficient than the 
A-star algorithm in terms of the algorithm's travel time, it is 
possible that the SAHC algorithm can be defeated by more 
players than the probability that the A-star algorithm can be 
defeated even with the least chance of defeat. 

From the results that have been obtained, there are various 
kinds of certain factors that can affect the speed and choice 
of the algorithm selected, including how to determine the 
value to be used in the search algorithm, taking the path used 
in the search. and the specifications of the device used to run 
the game application. 

 
Based on the results of tests carried out on the system that 

has been carried out, it can be concluded that the SAHC 
algorithm and the A-star algorithm that are applied to the tic-
tac-toe game application both algorithms can be applied well 
to the game so that the game can be played. The black box 
testing that has been done also gets results where all the 
functions in the game run properly so that the system 
functions according to the previously designed design. At the 
beta testing stage, the responses from users who have played 
the tic-tac-toe game using the SAHC algorithm and the A-star 
algorithm are very diverse, the results of the survey that have 
been conducted also get a percentage value of 78% of the 
user's understanding of the application and 82% usability of 
the application. 

TABLE III.  SAHC AND A-star SUMMARY RESULT 

No. Object SAHC A-star 

1 Elapsed Time 0.045 1.192 

2 Win Possibility High Low 

 
Table 3 explains that the SAHC algorithm is faster than the 
A-star algorithm, but the probability of the player winning 

against the computer that is implemented with the SAHC 
algorithm is more than the computer that is implemented with 
the A-star algorithm as in the table above. 

 

IV. CONCLUSION 

 
Based on the test results that have been done, it has been 

proven that the SAHC algorithm is faster than the A-star 
algorithm with an average time of about 0.045 ms for the 
SAHC algorithm and 1.192 ms for the A-star algorithm, but 
the A-star algorithm is less likely to be won by the player than 
on the SAHC algorithm. The reason is, there are several 
causal factors that can affect the performance of the 
algorithm, namely in the form of techniques in determining 
the value to be used for search by the algorithm, because each 
algorithm has its own formula or way to determine the value 
to be searched to determine the search flow, other factors that 
can be used for searching. affect the performance of the 
algorithm is the specification of the software as well as the 
hardware used to run both in this case. 

The research that has been carried out has the novelty of 
several previous studies that have been carried out. Where the 
addition of game options in the form of a player against 
player in this study that has been made, is a game option that 
does not exist in some previous studies. 
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