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Abstract. A department of an Islamic State University in Indonesia has an average 
graduation presentation on time of 13.5%. This is very worrying, it has an impact on 
various things. Therefore, the department will find it difficult to obtain optimal assessment 
values. The purpose of this study was to analyze the data of active students to gain 
knowledge of what caused and what factors influenced the student's study period. This 
study proposes a classification model that can be used to predict student study periods 
using the Naive Bayes Classifier and C4.5 algorithms. In the determinant analysis phase, 
this work discovers that there are several attributes of active students who influence on the 
student's study period such as gender, GPA, college entry scheme, tahfidz, etc. In the 
testing phase, this work conducted that Naive Bayes Classifier has a better accuracy rate 
than C4.5. 
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1   Introduction 

Students are one of the assets owned by each university. Generally, a university has a 
variety of study programs. Every year, universities or study programs graduate students. In not 
much different times, universities recruit new students. The number of students who enroll and 
be accepted in a study program shows that the study programs owned by the university have 
popularity and produce graduates who are qualified in the view of the stakeholders. The 
increasing number of students is also directly proportional to the university's income. 

In a case, a study program has a phenomenon where there is an imbalance between the 
number of students who graduate and students accepted. This is because there are several 
students who cannot complete the lecture process on time. While the university routinely 
conducts the acceptance process every year. Of course, this makes the number of active students 
in the study program very much. This will be a serious problem and has a negative impact, 
especially for study programs that have student advantages. The study program will find it 
difficult to achieve the ideal ratio of lecturers and students[1]. Therefore, the study program will 
obtain a value that is not optimal in the study program accreditation process.[2]  

This study proposes a classification model that can be used to predict student study periods 
using the Naive Bayes Classifier and C4.5 algorithms. Based on previous research, both of them 
showed quite a high accuracy [3][4][5][6]. Previous research, machine learning that used several 
algorithms implemented to classify student performance [7][8][9]. The other previous research, 
namely the comparison test of classification algorithms, namely C4.5, Naive Bayes Classifier, 
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KNN and SVM on skin disease predictions showed that the algorithm tested had values of 
accuracy, precision, and recall above 94%. Whereas in the present study the comparative test 
uses the Naive Bayes Classifier and C4.5. C4.5 is a decision tree classification algorithm that is 
widely used because it has the main advantages of other algorithms [10][11]. The advantages of 
C4.5 algorithm can produce decision trees that are easily interpreted, have an acceptable level 
of accuracy, are efficient in handling attributes of the discrete type and can handle discrete and 
numeric types of the attribute [10].  

Another study, Naive Bayes Classifier was used for the dress-up method where the results 
stated that naive bayes classifier had an accuracy of 84%. The next study is the classification of 
student graduation using the Naive Bayes algorithm. The results of the study stated that the 
accuracy of the Naive Bayes algorithm was quite high at 82% [12]. This algorithm working 
properly in several cases include image data, text mining, medical case, academic, sport, etc 
[13][14][15][16][17]. But based on the researchers the results are due to the lack of data 
complexity. Suggestions for further research are comparing with the C4.5 algorithm or other 
classification methods so that they can find out the advantages of each [18][19][20]. 

This work compares the Naive Bayes Classifier algorithm with C4.5 using student data at 
an Islamic State University. The criteria for students who are declared to graduate on time are 
students who are studying for 4 years referring to legislation. The results of this study are 
expected to be a source of information that can show student data which is predicted not to 
graduate on time. Furthermore, the university can conduct several treatments to prevent this. 

2   Methodology 

This work uses training data taken from one of the study programs at state Islamic 
universities in Indonesia. Technically, this work uses data originating from the system to be 
built in the form of student data which contains several attributes including student entry points, 
cumulative grade point grades, majors from high school, and information about tahfidz. The 
research data was obtained from graduation data and master data of study program students at 
a state Islamic university in Indonesia. Graduation data was taken from students of 2011 and 
2012, which numbered 109. 
 
2.1   Data Understanding 

 
Student master data has many attributes. However, in this case, selected attributes that 

influence on the student's study period include: The admission type is used to examine the 
relationship between the student's study period and the path taken by students. High school 

major also used to determine the relationship between the study period of students with majors 
from school at the high school level. Gender was used to determine the ratio between influential 
male and female sexes in the study period. Activities are used as a comparison between students 
who are active in organizations in departments and faculties and who are not active in 
organizations. 

Also, this work also uses student graduation data such as GPA and tahfidz exam. GPA is 
used to determine the relationship between the level of academic achievement of the student's 
study period. The graduation of the tahfidz exam is used to find out the relationship between the 
student's study period and the student's exact time or late taking the tahfidz exam. The student 
indicator is on time, that is, maximally taking the exam one year after the tahfidz certificate is 



 
 
 
 

issued. Each attribute needs to be analyzed to make it easier when the data is processed. Table 
1 describes the predicate of student graduation in general. This data is divided into 3 groups, 
namely excellent, very good, and good. 

 
Table 1. Predikat Kelulusan 

No GPU Range Predicate 

1 3,51 – 4,00 Excellent 
2 2,76 – 3,50 Very Good 
3 2,00 – 2,75 Good 

 
The next attribute is tahfidz test. Directly, this attribute can be categorized into two parts, 

right and late. A student is said to have completed the tahfidz test in a timely manner if it meets 
the conditions if it is completed in less than or equal to one year since the ratification of the 
tahfidz decree. A student is said to be late if he cannot meet the conditions described in the 
previous statement. 

 
Table 2 Tahfidz Test 

No Description Predicate 

1 
Students complete the Tahfidz test less or equal to 1 year 
after the decree is passed 

On Time 

2 
Students complete the Tahfidz test more than 1 year after 
the decree is passed 

Late 

 
 

The last attribute is extra activities. Based on the results of the analysis of the data, this 
attribute divides students into three categories namely high  ̧medium, and low. High shows that 
students who have a high level of activity can be proven by a large number of organizations 
attended by the students concerned. This work is summarized as a student affiliated with two or 
more organizations. Medium shows that the student has a busy life that is not too high. Finally, 
low level for students who have a low level of activity. 

 
Table 3. Extra Activities 

No Description Activity Level 

1 
Students are affiliated with 2 or more 
organizations 

High 

2 
Students are affiliated with 1 
organizations 

Medium 

3 
Students are not affiliated with any 
organization 

Low 

2.2   Data Preparation 

 

In the data preparation phase, training data is stored in a table prepared specifically for the 
calculation process. The table includes attributes, total data, the amount of data that has been 
classified based on the specified target, in this case, that is graduating on time or not, and the 



 
 
 
 

entropy and gain columns. The next stage is the application of the C4.5 algorithm to calculate 
the Entropy and Gain values for each attribute to be used as Tree shapes. A tree is a form of 
classification rules that will be applied to the testing process. 

The testing process is a step taken to enter test data or predictive data. The attributes used 
in this process must be in accordance with the attributes in the training process. Each attribute 
is compared to the rules that have been formed in the calculation of previous training data. 
Furthermore, the data will be classified based on the target you want to know, that is the data of 
students with this attribute condition can be passed on time or late in detail described in Fig. 1. 
 

 

Fig. 1. General Classification Model 

 

2.3   Modelling 

 

2.3.1   Naive Bayes Classifier Modelling 

 

In general, the procedure for calculating the Naive Bayes Classifier algorithm is divided 
into the following steps: 
1. Calculates the number of classes from the graduation statement column based on the 

classification formed. 
a. C1 (class label=“on time“) = the amount of  “on time” on data training  

= 31/109 = 0.2844 
b. C2 (class label=”late”) = the amount of “late” on data training 

= 78/109 = 0.7155 

Table 4. Data Testing 

Gender GPU 
Admission 

Type 
Tahfidz 

High 

School 

Major 

Activities 

M Very Good SBMPTN On Time IPA Medium 

 



 
 
 
 

 
2. Second, this work calculates the same number of cases on each attribute of the graduation 

statement class based on testing data. 
a. P (gender = “M” | class label = “on time”)  

= 14/31  
= 0.4516 
 

b. P (gender = “M” | class label = “late”)  
= 57/78  
= 0.7307 
 

c. P (GPU = “very good ” | class label = “on time”)  
= 14/31  
= 0.4516 
 

d. P (GPU = “very good” | class label = “late”)  
= 73/78  
= 0.9358 
 

e. P (admission type = “SBMPTN” | class label = “on time”)  
= 12/31  
= 0.387 
 

f. P (admission type = “SBMPTN” | class label= “late”  
= 7/78  
= 0.089 
 

g. P (tahfidz = “on time” | class label = “on time”)  
= 31/31  
= 1 
 

h. P (tahfidz = “on time” | class label = “late”)  
= 15/78  
= 0.1923 
 

i. P (high school major = “IPA” | class label = “on time”)  
= 27/31  
= 0.8709 
 

j. P (high school major= “IPA” | class label = “late”)  
= 61/78  
= 0.782 

k. P (activities = “medium” | class label = “on time”)  
= 5/31  
= 0.1612 
 

l. P (activities = “medium” | class label = “late”)  
= 8/78  



 
 
 
 

= 0.1025 

 
3. The Accumulate of these values: 

a. All values with class label = “on time” 
P (X | class label = “on time”) 
= 0.4516 x 0.4516 x 0.387 x 1 x  0.8709 x 0.1612 
= 0.0110 
 

b. All values with class label = “late” 
P (X | class label = “late”) 
= 0.7307 x  0.9358 x 0.089 x 0.1923 x  0.782 x 0.1025 
= 0.0009 
 

c. Prior probability with class label = “on time” 
P (Ci) | class label = ”on time” x P (X | class label =”on time”) 
= 0.0110 x 0.2844 
= 0.0031 
 

d. Prior probability with class label = “late” 
P (Ci) | class label = ”late” x P (X | class label =”late”) 
= 0.0009 x 0.7155 
= 0.00067 
 

e. Calculate each atribute value of data testing toward data training  
P(X) = P (gender = ”M”) x P(GPU = ”very good”) x P(Admission type = “SBMPTN”) 

x P(high school major = “IPA”) x P(activities = “medium”) 
= (71/109) x (63/109) x (19/109) x (46/109) x (88/109) x   (13/109) 
=0.0036 

 
2.3.1   C4.5 Modelling 

 
The second algorithm is C4.5, table 5 describes 10 of the 109 training data used to 

determine the study period of students based on three determinants, namely GPU, admission 

type, and student activities. GPU is divided into three categories, namely excellent, very good, 
and good. While the entry path is divided into four categories, namely SBMPTN, SNMPTN, 
PPA, and other. Furthermore, student activities are divided into 3, namely high, medium and 
low. 

 
 

 
Table 5. Sample of Data Training 

GPU Admission Type Activities Label 

Excellent SBMPTN High On time 
Excellent Other Medium On time 
Excellent SBMPTN High On time 
Very good Other Low Late 



 
 
 
 

Very good Other Low Late 
Excellent Other Low Late 
Very good Other Low Late 
Very good Other Medium Late 
Very good SNMPTN Low Late 
Excellent PPA Low Late 

 
The first step is to calculate entropy using (1): 
 

=  − ∗  (1) 

 
 
The results of entropy calculation are presented in table 6 where for the category on time with 
frequency 3 obtains a value of 0.521089678. For the label late has a frequency of 7 students and 
the entropy value is 0.360201221. 
 

Tabel 6. Entropy Result 

Class Label Frequency Pi * log2 pi 

On Time 3 0.521089678 
Late 7 0.360201221 

 Entropy(S) 0.881290899 

 
The next step is to calculate the root value. Table 7 describes the gain calculations for the 

GPU, admission type, and activities. In Table 7 it can be seen that the organization has the 
highest gain with a value of 0.681291. 

 
Table 7 Node 1 

Node  Freq 
On 

Time 
Late Entropy Gain 

1 GPU Excellent 5 3 0 0.970951 0.395816 

  Very Good 5 0 5 0  
  Good 0 0 0 0  

 
Admission 

Type 
SBMPTN 2 2 0 0 0.491277 

  Other 6 1 5 0.650022  
  SNMPTN 1 0 1 0  
  PPA 1 0 1 0  
 Activities High 2 2 0 0 0.681291 

  Medium 2 1 1 1  
  Low 6 0 6 0  

 
Based on the provisions of the C4.5 algorithm, each attribute that has the highest gain then that 
attribute becomes root or gain. Based on the results of calculations, the activities have the 
highest gain value. Therefore, the activities become the root value. The high activities are the 
right leaf pass because the amount of data and the amount of data that passes right is the same. 



 
 
 
 

While the low activities is a late leaf pass because there is a lot of data and the number of low 
activities data. Then, we can draw the node one decision tree as follows: 
 

 
 

Fig 2. The Result of Node 1 
 

The medium activity has a value, it must be recalculated to determine the branch node of the 
medium activity. Table 8 describes the calculations for branches for medium activity. 
 

Table 8 Node 2 

Node  Freq 
On 

Time 
Late Entropy Gain 

2 GPU Excellent 1 1 0 0 0.881291 

  Very Good 1 0 1 0  
  Good 0 0 0 0  

 
Admission 

Type 
SBMPTN 0 0 0 0 0.681291 

  Other 2 1 1 1  
  SNMPTN 0 0 0 0  
  PPA 0 0 0 0  

 
From the table above, there is a gain for each attribute. Where the gain results from each 

of these attributes include: 
1. GPU   = 0.881291 
2. Admission type = 0.681291 
 
Based on the table above, GPU is the attribute that has the highest gain. Therefore, GPUs are 
nodes of activities. Excellent GPU class is a leaf passed for on time while the very good GPU  
is a leaf passed for late. 

In addition, it can be seen for the excellent and very good GPU attribute values that have 
the amount of data. However, for the good GPU attribute value does not have data which means 
that in the training data there is no data that shows medium activities and good GPU. So that the 
good IPK branch is not in the decision tree. 
 



 
 
 
 

 
Fig 3. The Result of Node 2 

 
The picture above is the final result of the tree formation process. The rules of the tree above 
are as follows: 
1. If activities = high then class = on time. 
2. If activiteis = low then class = late. 
3. If activities = medium dan GPU = excellent then class = on time 
4. If activities = medium and dan GPU = very good then class = late. 

3   Results and Discussions 

These models testing another 100 student data. The results of testing the algorithm can be 
seen in the table. The following is the formula for calculating accuracy obtained by comparing 
the amount of data that corresponds to the one that is not appropriate: 
 

=  Correct Result
   100% (2) 

 
(2) Implemented on the calculation of results on the system then compared with the data 
contained in the testing data. The test results produce accuracy values in the form of percentages 
as explained in (3) and (4). 
 
 

 =  88
100   100% = 88.00% (3) 

 
 
 

 =  87
100   100% = 87.00 (4) 

 
 



 
 
 
 

Based on the calculation of the accuracy that has been obtained through testing 109 data, it 
is obtained the results of 88% accuracy for the Naive Bayes Classifier algorithm, and 87% for 
the C4.5 algorithm. In addition, this study implements the proposed model in the form of a web-
based application as described in fig. 4. 
 

 
Fig 4. Web-based Statistic of Data 

 

4   Conclusions 

Based on the results of the experiment, the Naive Bayes Classifier algorithm has a better level 
of accuracy compared to the C4.5 algorithm, which is 88% and 87%. However, when viewed 
from the speed, the C4.5 algorithm has a better speed than the Naive Bayes Classifier algorithm. 
The results of the two classification models are largely determined by training data. In this work, 
the two algorithms have almost the same performance in classifying student study periods. 
Further work, it is necessary to add and review more detailed attributes that are allegedly 
influencing the student's study period such as personal and family economic conditions, 
analyzing relationships between students and lecturers, personality, psychology, and student 
activities on social media.  
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